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PERFORMANCE OF CONJUGATE GRADIENT-LIKE ALGORITHMS IN
TRANSIENT TWO–PHASE SUBCHANNEL ANALYSIS

JOHN A. TURNER” AND J. MICHAEL DOSTERt

Abstract. A transient, drift-flux subclmnnel anatysis code (SWIRL) hsa been created for the development -d
evaluation of algoritlrms for the oolution of weakly threedimensional fluid flow problems. Spatial discretization on ●

stsggered grid, semi-implicit temporal discretization, and algebrsic reduction of the conservation equations of m-,
energy, Lnd momentum result in nonsymmetnc block-tridisgonsl linear systems of equations that must he solved
for tbe pressure distribution ●t esch time ntep of a trsnrrient. The solution of tbeae arysterns of equations is the most
tim=onsuming portion of the code, and direct, stationary iterdivc, and preconditioned conjugate gradient (CG)-
like methods have beerr investigated both for ● simple ippro~h to ztesdy+ate and for a severe transient. The best
direct algorithm ●ppearg to be an efficient implementation of block elimination, and iterative methods ●re compared
to this algori~hm for accuracy, robustness, and efficiency, Results presented here indic~te that preconditioned CC-I; Le

methods such as Sonneveld’s conjugate gradients quared are superior to an efficient direct method.

Key Words, Subchannel umtysis, dri~.-flux, semi-implicit, nonsymmetric linear systems, block-tndisgonal
linear systems, preconditioned conjugate gr~ients, conjug-te gradients aqusred.

1. Introduction. Subchannel analysis is arguably the most widely used method of modelling

the thermal-hydraulic behaviour of fluid flow parallel to rod bundles, as occurs in the cores of

nuclear reactors. In this approach, the flow field is divided into a number of quasi-one-dimensional
subchannels that communicate latera!ly by crossflow due to both non–umf>rmitics in the radial

press~re distribution and turbulent mixing. Examples of codes based on the subchannel analysis

philosophy abound, the most well-known being the many versions of ti, ~ Battclle Pacific Northwest

code COBRA ([26, 27, 28, 2!), 2, 42, 15]), the COBRA extension WPRE [39, 40], SABRE-I [25],

:he French code FLICA [13], the British code HAMBO [3], and the Westinghouse code THINC

[43, 4]. A major strength of the method is its versatility, Subchannels are defined only by flow

area aud wetted perimeter, so the exact shape of the channel is not needed, and Iaterd connections

arc defined b}’ width and distance between subchannel centroids. Since there in no momentum

coupling of cross fiows, discrete lateral coordinates and lateral boundary conditions are not needed,

A crossflow exists and has its direction defined by the two subchannels it connects. ArJ a result,

triangular and hcxagona] lattices can be simulated as e~il;’ as tiquare lattices,

It s}icruld bo mrntion. .i that other approaches have been used for rod -bundle thermal-hydraulic

analysis. Sha [33] urmparcs subchanne] tins.lysis to the porous medium formulation used in the
( “ohl MIX scrim of c(Jdvs [M, 35, 9, 8] and tbc brmndary-fitted coordinate uystem approach used in

the JIOD}’l~lT rod(’s [36, 6, 5]. Most complex is thv full three -dimensional, six-equation, two-fluid

approach USW1in Tlll;ith!JT [22], which srrlvm the Ramc equations as TRAC PIA [23].

‘1’hm~’ rodm ~ro, for the most part. large, rnaturc production codes that have been developc{l

ovrr lttalI~ ~f”ars. it is thus oftrn diflicult to to dgniticant]y rmtructurc them codes irl order to

inwwtig:itr dtcrnativc solution algorithms or performance on advanced architecture r.ornputors.

For this r~’a.~f}ll,a nwv frdP, SW’JH 1, [4 l], has kn dvvelopwl to aid in thi:; type of investigation,

2, SVVIRL INurrmrica, SW]]{ 1, urws a three-equfition .,rift- flux model, in which thermal

~quilil)rittlt) is FMSIIIIIWI atII~ slip iti troatcwl as a diffuriion like phtm{lmw}on [44), ‘1’hc cons~rvatiml

cqu~tions of n]a. +s,rncrgy, and mtmlontum aro reduced *o a oystwn of lirwar alpbrair equntions in

prflssl]rft as foll(Iws:

—-——
● I.I- AlhmIm Na(IIIIId I,ah(,rati)ry, Nrmtor I)rrriRtl ●nd AnalyRIrI (;roull (N 12), MS Kfi’It, ks Alam(rn, Nht,

R7!,4’,, jaltA)ntt.lral is?): lar~l R(}v

‘ North ( ‘rirl)l)na Stair llrllvrrnlty, lh-pnrtmrrt{ nf Nu(lear tjnRineerirlg, NIX 7w’), l’~!eigh, N(’, ‘27fi!*.’I



1. Discretizc spatially and integrate over appropriate control volumes to obttin a set of ordi-

nary differential equations.

2. Reduce to a set of linear algebraic equations by using a semi-implicit time advancement

scheme.

3. Algebraically reduce to a single system of linear equations in pressure only.

2.1. Spatial 13iccretization. The conservation equations of mass, i~ternal energy, and UIO

ment im arc:

Continuity

Internal Energy

Axial Nforne ntum

;(P1’) + F’(PW = -8; + -7”U:+pg

(1)

(2)

(3)

~ateral Monlcnturn

;(PW) + F.(pwq = -g+ V.&r . (4)

NGw consider the computational grid in Figure 1 showing three axial levels of two adjacent

suhchannelsn Follo~’ing standard practices (see [21] and [10], for example), a staggered mesh is
defined such that scalar quantities (density, pressure, void, etc. ) are defined at the centers of

computational cells (i, k - 1; j,k - 1; ik; jk; i,k+ 1; and j,k+ 1 in Figure 1) and vector quantities
(vclority, mass flux, rtr. ) arc defined at cell boundaries (i, k - ~; j,k - ~; ilk+ ~; and j,k+ ~ for

axial mass flux, and ij, k - 1; ijk; and ij, k + 1 for lateral mam flux).

‘iIhc continuity and internal energy equations are integrated over, for example, computational

ccl] ik, houndd axially hy i, k – ~ and i, k + ~, and the axial momentum equation over, for

exal]l[)lc, computational rcll i. k + ~, bounded caxially by ik and i, k + 1, define average quantities,

and al~l)roxinl:itr [ho products of avrrappw with th~ averages of products. The control volume for

lat(~ral mommt 11111is wntmrd axially and staggered Iatwa.lly, no the lateral momentum equation

is intrgratm-1 ovrr, for rxamp]r, cell ijk, with axial boundaries ij, k –

hnulldarirs at Ik and jk,

~ and ij,k + ~ and lateral

IIltrgratillg thr four mluatinns rwr the appropriate control volumes, d~fining appropriate mix-

turr qual)titics, and rearranging to inrludv drift flux ternlH yiold~ the following set of firnt-arder,

not} lillrar, Ordillary difrrrwtial rquations:

(Tf)ntillllit~

(5)
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where

{

U,& if (Pu’)ijk >0
u~jk =

‘jk ‘f (~”’)ij~ <0 -

(6)

(7)

and w’ is the crossflow velocity due to turbulent mixing. The assumption is that crossflow is

separab!e into flow due to pressure imbalances between subchannels and flow due to turbulent

miting, This is not strictly a turbulence model, but simply an empirical attemp! to account for

turbulent exchange of erwrgy and momentum. Turbulence is assumed to result in IKI net mass

(a’]ik,,‘ [Y(*)(V2”,,+

(/’)\}=),&= @ ),~((’i’)i~
1

P,&

(u)

(P)

(10)

(!1)

4



Similarly,

where

and

(~ Vw)ij,k+} = (~%)ij,k+)~j,k+} ‘

{

(Pw)ijk if vij,&+# >0
(;”’)ij,k+~ = (p~)lj,&+~ if ~~j,~+~ <0 “

(12)

(13)

(14)

(15)

(16)

For the frictional pressure drop term, the standard procedure of multiplying the eqtivalcnt saturated

single-phase loss by a semi+ mpirically determined two-phase multiplier, #o, is used. Thus,

AZ $(Pu’)I,,L-+{(p~”’”’)ij,k+} - (Pvw)ij,k-J} =

A,() [1

(~wpw)i& Ar
-—

A
(~:} - ‘Ik)- (&JI: ,j .

rm tj 24

(17)

(18)

Following VIP}I E n~cttmdology, pressurr loss through the gap is computed using an overall loss
co~~ciont Ar du~ to the comp]c+x gecmmtry of the gtip and the difficulty in determining an appro-

priate lateral friction fartor [:]!)]. Thr co~~cimlt accounts for friction M well M forms loss due to

the arm changr ‘1’hr flow is amunwd to IJP hmnogcnwus i]l the latrral direction, and, M in thr

axial mwcntum quation a, tt:o phas~ friction rnultiplicr in urwd to compute the Iattwd prensurc
drop, Thus,

(19)

whmp (Pi);)k iri Iatmally donorod M in Equhtion 7 for u~,A.

N(IICI(IIC fl.dlmvinp, assumptionri inhrwnt in thr abovo ~quations (in addition to them provimrdy

mwllifmmt):

1,

2.

‘1,,

4.

,7



2.2. Temporal Discretization. Temporal discretization is semi-implicit; i.e. , time deriva-
tives are expanded such that the resulting equation set is linear in the new-time variables (see [21]

and [10], for example). With some exceptions, pressures and velocities (or in this case m-s fluxes)
are evaluated at the new time level and convected terms at the paat time level. This scheme imposes

a time-step limit based on the material transport time, or Courant limit [21], and results in the
following system of linear algebraic equations, in whicD all terms without a time level superscript

= o. (20)

,[y(~)(z))’],,k+,-[y(J-)(l;)’],k+

All(l

(21)



Lateral Momentum

Az
[( )‘*A’ - (fl~),J~] + {(~~’w)lj,k+~ - (Pvu’)ij,k-~} =~ Pu’ ,jk

Ac

() 1
t*

r(TWP~)ijk A~ ij
-—

A
(q:At _ P:~At) _

TX ij [ (Ar= )ij 26

where, similar to the al I,

(24)

(25)

2.3. Equation of State. As in RELAP5/hf ODi [12], an equation of state of the form p =

P(PU, P) provides closure. To preserve the linearity of the rest of the equation set, the density

relationship is linearized by expanding in a two-term Taylor series expansion about the old time

level. Following RELAP5/MODl methodoloW,

(26)

2.4. Algebraic Reduction. The system of Unear algebraic equations given in Equations 20

through 24 could be posed as a matrix equation and solved for all new time variables (P, p, pu, pV,

and pto) at once. However, the size of the system can be reduced and the structure of the coefficient

matrix improved if four of the new time variables are eliminated in favor of the remaining one. This

approach adds a back substitution step following the solution of the linear system to obtain

remaining new time level values.

This results in a single system in the spatial pressure distribution at the new time level:

the

27)

The first three terms of Equation 27 represent the pressure distribution in the axial direction and the

summation term reprrscnts communication in the lateral direction. The coefficient matrix can be

shown to Iw h]ock tridiagonal, with diagonal off-diagonal blocks. For example, consider the l/8’h

smtion of an 8 rod by 8-rod BWR aascrnbly shown in I’igure 2. For a subchanne] analysis model

with three axial nodm the codflcicnt matrix has the sparsity pattern shown in Figure 3 (shaded

squares reprwmnt non zero elements). Note that the bandwidth of the main-diagonal blocks is

equal to thp maximum difference in the indices of any two adjacent. subchanneis (in this case four).

For a rmtanguliir array the main--diagonal blorks become five-banded, and in the general ca.w the

mfiin diagonal blocks are diagonal with unstructured off- diagonal elrmcnts. Note that the matrix

is geomotricidl. v hut not numerically symrnctric, and that each main diagonal Mock represents a
two ditllorlsiond axial slim arrr-)ss t.hc chanr,cl. If h’ch.,, denotes th~ number of subchannels and

A’ar t.ho number of axial nodw, the sizr of the systwn is

(NA.,, )(I~~T ) t)y (N.hn,, )( N*Z ) . (2M)

A Iypi[al H\\’lt fuel a.sww)b]y has 64 furl rods ill all 8 by k array, yidding 81 fiuhchanno]s. (IRCof
4$! axial (I,lls (Wt)irh rfwll]ts in approxilllat(,ly i] inch colis) rquires solution” of a linear ~yst~nl with

:{H\,K l]llkll,)~tls tit oacll till),, ht(~p (f[)rty oig)lt H] hy ~1 I)l[)cks),

7



FIG, 2. Stdchannel ~nalgs:s model of a I/$h section of an 8-n7d bu 8-rvd BWR aaaemblu.

a,t.*rn)blv u.ftng thmr arod noftr$

R



AI C]

B] AZ C2

B2 A3 ‘-.

“. “. CNm=_I

BNm=-1 A NO

s~

S2

S3

. I

FIG. 4. Block form of matriz #vstem.

Forn=2to N.=–1:

D. = (An - Bn_l Dn_])-lcn

En = (An – 13n._l Dn_l)-l(Sn - Bn_l En_l)

ENa= = (ANa= - BNa=_l DpJa, _l)-’(SNax – BNa, _lENm=_l)

XNa= = ENa=

Forn=Nd=–ltol:

X. = E. - DmXn+ ,

FIG. K. Block elimination algorithm.

2,6. Time-step Control. Time-step control is implemented to maintain stability of the

solution and to ccntrcd linearization error in the solution (the error introduced by linearizing the

state equation). To control the error in the solution the difference between the mixture density

M computed by the system and the density as computed by the equation of ~tate is monitored.

Stability is assured if both the lateral and axial Courant limits are satisfied for the duration of
the simulation, The lateral Courant limit often becomes the most restrictive for simulations with

even moderate crossflow since lateral computational cells are often small. However, we have found
that the lateral Courant limit can be relaxed completely, and the system will converge to identical

steady–state conditions even for severe flow blockages. This improves run times significantly.

3. Solving Nonsymmetric Block–~idiagonal Linenr Systems.

3.1. Direct Methods. The most efficient direct solver to date is a variant of block elimina-

tion, which can be considered an extension of the classic algo;ithm for tridiagonal systems, If the

block system is indexed as shown in Figure 4, such an extension is shown in Figure 5, in which

Am, B,,, and Cn are the nt~ main-diagonal, sub–diagonal, and super–diagonal blocks of tbe coef-

fi “ant matrix, resprctivcly, and X~ and Sn are the n’h blocks of the solution and ~ource vectors,

rmpwl cly. One iIllP]C!rnentalirJll USWI in SWIRL, referred to as BTDinV , takes advantage of the

diagonal c)fT-diagonal blocks in the matrix multiplicatiunn and performs the inversions explicitly.

The resulting opcraticm count for IITD,,,” is 0(2NUN~~n),
llTDln,, has prov~n to hc superior to other direct methods both on single processor and few-

(11’11, shared m~mory, pipclined vector machines. For a discusriion of other implerne~tations of

block clilllination and other direct methods such EMbanded elimination, cyclic reduction, and

para’lrl i)artition methods sw [4]].

3.2. Conjugate Gradient–Like Methods. Conjugatr gradi~nt ((;G) and CG-lik\’ m~thods

hal’c won rvnow(’d intcrrst in rmonl yrar~, particularly when combinwl with appropriate precml-
di[ionill~ sctl(lltlvs. ‘1’hoIIgh the classic (1(; algorithm is only applicable to the solution of Iincar

hyslvn)% willl s~lllinvtric posilivc dcfilli~o r(wllicirnt matricrs, many C(; Iikv approarhm havr btwn

9



u’=b-Azo
.501ve itf ro = w

q=u=po=ro

PO = (q, rO)
~nr ~ =0,1, ..., until convergence:

solve Mw = Api

Q = Pi/(q, UJ)

h=u–aw

u=(u+h)a

Zi+l = Zi + U

solve Mw = Au

ri+] =T1—tll

err = llri+lllm/llzi+lllm
if err < t ~ converged

A+l = (q, ri+l)

D = Pi+l /Pi

u = ri+l + ~h

Pi+l = u + P(PP, + ~)

FIG. 6, Conj.golc gmdicnb squared (CGS) dgotithm (combined and modified jown oj t vaions giuen in [S8], [s7],
and ~?]).

developed for nonsymmetric linear systems. Saad h= cl~sified many of these methods into the

following four subgroups within the larger group of Kryitw subspace methods [31]:

1. The full orthogonalization method (FOM) [30], ORTHORES, and Axelmon’s method [1],

When the coefficient matrix is symmetric, standard CC falls into this catagory.

2. Tht conjugate residual method (e.g. [17] and [18]) and GMRES [32].

3. Bi-conjugate gradients (IICG) [14] and conjugate gradients squared (CGS) [37].

4, CC applied to the normal equations (ATAz = ATb).

For this work. Sonneveld’s CGS algorithm, shown in Figure 6, is used. Note that Az = b is

thr systcm bcin~ solwd, zo is an initial guess for the solution vector (taken to be the pressure

distribution at the past time step), M is the preconditioning matrix (a matrix which is ‘e=j” to

factor and in some way ‘closrI” to A), and r, arc residual vectors. The ratio of the infinity norms

of the residual and solution vector is used as a stopping criterion, as in [7]. A comph:te description

of the algorithm and its relationship to other CC methods is given in 137]. CGS has b~n shown to

perform well in comparison with other CG-like methods in several recent papers ~37, 20, 19, It).

CCS has been irnplcmentcd in SWIRL for the ~prcial case of rectangular lattices, which, M
cxplainrd in Srction 2,4, result in seven–banded coefficient matrices. Thi6 aflows the use of eficient

rnatrix-vector rnultiplicati~,ns in thr algorithm. This is not M restrictive u it might rwem at first,

sinm evrn in tho genrra] cam thcrr arc never morr than 8even nonz~ro ele,,lents in a row or column

of tho cocf Tcicnt matrix (as long as each subchannc] is connected to at most four other subchannels),

so mvrn-bandml matrix vector multiplication could hc used even in that case, but indexing would

bp somrwhat morr rolnplicated. [!sing simplr diagonal prwonditicming with this implcmemtation

yirlfl!. tllv algorilhlll (1(;S7~ , ) l’his implies thatwith an operation count of 0(’i2No=Jl’tAdnNiter .

thr nlllnl~er of ibrations rfquird to Iwat BTI),nU is o(N:*an/21).

l{~~s,l]ts will I)r prchllnt(vl for a more innovative prrronditioning ~chcrllc, however. F.arly in this

w’f~rk it wa-~ ohwrwd ttlat PVr II thougtl the olrnlcnts {)( tho corfflcicnt matrix changr at ea(tl ~tel)

ill a tr:~!lsi~’ut an(l tlll~s IIIUSI lx’ rw[)II~IJIItd at oarh ~trp, th~ spw-tral radii of iteration matrirwi



A; = A~l

DI = A;CI

For n =2to A’a= --l:

A; = (An - Bn.IDn_l )-l

D. = A;Cn

FIG. 7. Factmization stage oj blork elimindion algorithm.

El = A;SI

For n = 2 to N..:

En = A:(S. - Bn.l En-1)

A“N.= = EN.=

Forn=Na=–ltol:

X. = E. - DnXn+I

FIG. U. Elimination dagc oj block elimination algorithm

for stationary iterati’.’e methods remain essentially constant ‘hroughou’ a transient. Though the
convergence of CG–li~e methods is dependent on properties \e eigenspectrum otner than the

spectral radius, it seems appropriate to attempt to make use us property.

One way to accomplish this is to factor the coefficient matrix at one time step, use that

factorization to solve for the pressure at that time st?p, the. use the factorization (or part of it) as

the precol)ditioner for CGS in future advancement attempts, The da~ger in this approach is tLat

in a severe transient the coefficient matrix might change enough to cmse CGS to be very inefficient
(or to fail to converge). In an attempt to minimize such effects tl,ls stra’ egy was implemented so

that whenever CGS requires more than a specified number of iterations (which will be denoted

L,I,, ), a new preconditioned is obtained at the Iiext advancement. Thus, if thj: iteration hmit were
set at zero, S\f’IRL would alternate between using the direct method and CGS.

To in)plemcmt this scheme, which will be referred to ZMpnst /actorv”zation preconditioning,

recall the block elimination algorithm from Figure ,5. Note that the algorithm can be split into a

factorization stage and an elimination stage, as shown in Figures 7 and t?. The scheme is then as
follow’s:

1. For thr first attempted time strp, th~ linear system is solved by 13TIl,nv and the block

factorization, stored in A: and D~, saved.

2. Thr coefllriw]t matrix from that attempted advancement is then used as a preconditioned in

(’{; S for suhsequrmt advancement attempts. That is, A; and Dn contain the factorization

of the preconditioning matrix M from Figure 6, m solution of the two linear systems in

cacti iteration of CCS ( Aful = Ap, and hfu~ = Au) requirr only the forward and backward

swwp shown in Figur~ 8

;], ‘1’hrIllumb~r of iterations required for convmgoncr is monitomd, and if it exrweds some limit,

thr next advancement is again solvwl hy B1’D,nt, . in the process the Mock factorization

of a ncw (and hopefully better) prwonditiorwr is obtained.

L$’P call IIIIS I’BIIJ i}rec{)l~{iitiollit]g, sinrp a ra.sttime stq) Elock L’JJ decomposition is uRd. Whrn

Plll,l’ l~r~’({)rl(lititlllillg is usml with th~ IWWn hanrlwi wrsion of (.l(”;S, th~ algorithm is called

(’{; S7~ , all(l Ila.$ all ~JpcratiC~n c~)~ll~tof ~((H~drf$’~~n,, + 4fi A’orNcha,t )Ntt,, ), implying a breakeveri

nullltll’r (If it(~ratitlrls (r{)mi)arw! to ll’I’ 1),,,,, ) of @( fl&,,/’f ). Notr thiil a rnorc robust approach

l:ii~llt I)(’ tI~ Ill(lllilflr ttl{’ i~rflgr~’ss of I’(;S and f[)r[(’ uw of the dirwt moth(d If l!:f’ itw:ition apimars

II



Max. relative
change in
pressure
(Xlooo)

130

120

105

90

75

60

45

30

15

0

r..—..—.
,’ -------------

,’
1’
;;

t
1
t ,- \\

:! t
::

1’ ‘.I
1 -..1’

i I ----- -----
I
$

:

t
I

1’
t ;-
1
t
I

:

I
t

1’
I

I

- :

t

t
I
$-~t’

1 r 1 t v 1 I r
1 5 10 15 20 25 30 35 40

12

11

10

9

8

7

6

5

4

3

2

Time ct~p
(m.see)

Step Number

Fl(i. 9. A!ar:mum rrlativc changr in prwsure and /imr step wed at each in the tmnsient described in Section 4.2.

to be stalled or diverging.

4. Test Problems.

4.1. Approach to Steady-State. For this problem SWIRL is executed in steady–state mode

with inlet rna.ss flux / outlet pressure R~s on a PWR-type assembly, ‘J’hat is, the assembly is square

and c.;wn, with geometrically identical subchannels. Power distribution is uniform radially and a
cho;jpm] cosin(~ axially, with a peak linear heat additior rate (q’) of 5.44 kW/ft, the average value

for hlc~; uiru Nuclear Station [1 1]. Note that the fluid remains single phase and that little crossflow

occurs hnder thc:w conditions. The simulation is repeated for assemblies ranging from a 3-rod by

3-rod lattice (4 subchanno]s and 4 gaJJs) to a 10 rod by 10-rod lattice (81 subchannels and 144
gaps).

4,2, Severe ‘IYnnsient. ‘1’h~ geometry is the samo as for the steady-state test case, but

tiuly tllr 10 rod t)y 10 rod sizr is used, SWIRL is executed in ~ransie:lt mode with inlet mass

flux / ol}tlf’t prmsurv 11(’s and initial conditions mt by SWIRL. The maximum normal linear heat

rul(liti(jtl ratv giv~~rl for hfr~; uirr, 12.5 kW/ft, is umrl [1 1], and again the powrr distribution is

ullif{lrrli radi;dly an(l syr]llrl~tric axially At 0.15 seconds into th~ transient, the following four

Pvr IIts occur silllllltall(’(lllsly:

1, A flow ol)strllctiorl {If k = 2 is intr(jdu(~d in a subc.lannvl near th~ cdgr of the atwwntdy,

ah, ~ut halfwity up the channv] (2 = 70 inchrw),

2. itll(’t mass flux undcrgtw~ a stop dccroww of about 20%,

3. outlot prvshurc drops by alrnosf 15111,an{i

4. corv pmvf’r urliff~rnlly jumps 10’XI.

‘1’h~, r(~liit ivv ch;IIIgc in ])rmsure and t hr timr rite]) urwri f(w eaclI advancwnent arr ~hown in
l~igllr(, !), ~]li(]l (l(,lllollstraff~s t]l.1km~’vrit~ of thf~ trahsif ’nt. ‘1’h(’ exit void fraction irl thf~ rhanu(’1

with tll(i flow ol~slrufli(~n oxcfvj(l~ ().3Tj,
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FM. 10. En’t uoid j+orhrm in dchannel 5 during thr tmnsirnt de~cribed in Section 4.~ u~ing dwermt wnue~nce
crilerio in ~G.$7b (sohd hne ia jor c = 10-’ or tightm and for dirsct aohdion).

5. Results. An Alliant FX/4 with four Computational Elements (CES) and a 2561:B cache
was used for the following results, The operating system and compiler versions used were Concentric

5.0.0 and FX/Fortran 4.2.40, respectively, and compiler options -Ctgvc -L)ASwere used. We have
found that idthough the theoretical peak computational rate for this cofifiguration is nearly 48
hf FLOPS, thr best that can be expected in a real code (even one that is highly vectorizable and
parallclizablc by the compiler) is closer to 9 ,h9FLOPs.

6.1. Determination of Prmameterc for CGS7b . Before CGS7 with PBLU preconditioning
can hc compared with BTIlinU , the convergence criterion, (, and the iteration limit, Llt@r,must
be drtrrminml. Thv appropriate convergcnm crikrion was determined first, by using SWIRL /

CGS7b to rnodcl tho smwrc transient described in Section 4.2 with convergence criteria of 10-7,
10-”, 10-H, 10-1”, and 10-1’. Them results were then compared with those obtained from

S\f”l I{L/11’I’1),,,,, . TIIP exit void fraction in subchannc] 5, shown in Figure 10, indicates that

tlw kppropriatv vatur of f is 10-e.

‘I(J drtmmine thr optimal valup of L,(P,, the convcrgmwe criterion was W to 10-9, and the

transient wa-~ ropoatcd for J.i~w = 1,2, ..., 15. Total CPU tim~ as a fun~ti~i~ uf Li(pr iu shown in

Figuro 11, ahmg with tlw total number of prwmditioncl~ required throughout the courm of thr
tran~i~nt. Though L,fp, = C yields the minimum total CPU tim~ for thin partimdar trannirnt, it

apppars that valurs riing.ing from C to 11 ~ro rmuwmahlr. Not? that all ValUPRof Litpr ~ ]2 arc
mluivid~nt, ~inrr only two ])rrcotl(litioliers” arr ohtaind: orw at the start of thr trannient and onc
just af[cr ttw event at t = (),15 wwonds, Thr fnrt that the curve is not 6mooth itI not surpri~ing
riinro that r(~lationrihip Imtwmm (.X; S, tho prrwnditimwr, and tinm-mtq control in SWIRL iLI quit~

Conlplcx,

6,2. SWIIW/CCS7~ vn. SWIRL/BTI.),,,,, . Wh~n the optimal choirr of f.itpr in URO(I, tho

silllul;ll i~~n is r(IIIIplI*lml in tmty X15 fIor(IIIds, or 1.H tirmw ftmtm thmn SWIH L/llT1),n,, (won thv

wf~rsf rhoi(r” for I ho iloraliotl Iilllit, I.,,r, = I , i~ Rupori(w to S\$’]1{14/11’l’11 tnw 1 Whidl qllit~~ ov~r

421 swIIII(15 III 111(1(101thr lrankiwl ). ‘1’hv ( ‘1’[1 tinw uwd for rrwt~ tim Rtvp in lhv tiitllulmtifm

13
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FIL,. 11 SU’/RL/~(~.$7b totai CPIJ hmr and numbrr of prvcondltlonw rvquwcd durrng tmnswnt dexribcd m Sec-

t:on J?/or f = 10-0 and uartous tfrmf:on Itmtfs,

is shown in Figure 12 for S\$’IRL/BTD,n,, and for SWIRL/CGS7~ . Note that the CPU time for
S\l’IRL/IITD, nit k constant unless an attempted advancement fails and must be repeated with a
smaller time step. The eflect on SM’lRL/CGS76 of obtaining a new precc nditioner is clearly shown,

particularly at step numhcr 27, where the CPU time per time step drops sigr,ificantly following

the co,llputation of a new preconditioncr. Interestingly, SW’IRL/CCS7~ completes awry time step

fastw than S\\’IRLj IITD.n,, , cwen at the time of the event.

The superiority of S\f’IRL/CGSi’6 is even more pronounced on a les~ severe transient, Fig-

ure 13 shows the four CE vector CPU time per tim~ step on the steady –6tate te~t problwn.

Note that for th~ 81 -subchanrlr] problem, S\$’l RL/CCS7b is approximately 3.5 times faater than
S\f’1l{ 1./I\ ’Al),,,,, .

6. Conclusions. This work dmnonstrattw that CG-likr mpthods can be ~fficimrt and robust

for r(’iictor tllcrll~a] hydraulic simulations. Nmwrth&ws, much work remains, In particular, th~

following arms are currrwtly undrr investigation:

1.

2,

‘{,.

Other Ilrccolltlitiorlcrs, including standard incomplete LIJ-decomposition and variations

on PI!LIJ such its PIJIL[~ (in which only part of a past factorization i~ used) ●re being

inlplcnlontod and comimrod with PIII,IJ.

other (’(; likr ruothods such aa Ghf RIX and ORTHOMIN ar~ being implmn~*ntcd and

con)parcd with (’(; S.

A complele invwitigation of thr cigcnvalum Bpwtrurn of the codficient matrices gwwratml

by this problrill is ttndorwa)”. OIIP conrwrn i~ tho cdhct of changing the implicitnmn of tho

tcml]f)ral disrrctization or implwnonting a (~tmrant violating nchwn~ surh ui tb~ stability

Pnllanring two stf “ **)ct]l,,(] (,SI;’I$,S ) [I~4J wfNIl(i Ilavr on tlr P eigwlsljmtrun~. This inforn~a

tiotl will iti[l it] und~lr~tandin~ thr l)vrforn);~ncc of vari~)us (’(; like mrth{)fls.
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7. Nomenclature.

lateral cross sectional flow area

axial cross sectional flow area

axial flow vea of gap–centered computational cell

hydraulic diameter

single ph~se friction factor
gravitational constant
drift flux
axial forms Ifms coefficient
pressure
wetted perimeter
wall heat transfer rate

distance between adjacent subchannel centroids
time step

internal energy
tia.1 velocity
velocity in arbitrary direction

lateral velority

tial computational cell length

void fraction

density

sh~ar stress

wall sh~ar 6trcss

Subscripts:

i subchmncl of intvrc~;

) adjacent suhchannel

ij gap between sut)channcls i and j (in Rome instancmi alBo implim

dirrction, i,r. , from suhrhanml i into subchanncl j)

k axial lnration

1 liquid phiw (also occasionally urmd as a suprrmipt)

9 vapor phww (I&() Ocrasionsdly used M a trupcrsrript)

r Iatrral quantity

Suprrfirripts:

t + Al IIOW time valur

t“ mixwl implicit oxplirlt quantity

● l~lvrdly donorrd quantity

olhrr l${~tati(m:
w mxially donorod qutmtlty

x nummati(m mmr all mljarrwt auhrhannoi R

J

Arhll(}w’le(lglIl~~,tn. ‘1’hi~ wl]rk wa-N pmf(wnwd whilo thr fir~t author wan ● grnduato ntudrwt

MI h’{JrIII ( ‘nrt]lilla SI;It II IIniw’rsity in thts I)qmrtmrnt [If Nur-hw F,nginwring, ●nd wns nul)p~vtm!

I)y tho 1:1111I Ii! I’thwr I{vh(wr[tl ( ‘rntvt, W{’ BIRII wi~h tl)thnnk I)r. I’aul J, TurinRky, a nmmlwr

la



of the first author’s graduate committee, for numerous suggestions and for inspiring the idea of

reusing preconditioning matrices.
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